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E-learning (EL) has emerged as one of the most valuable means for continuing education around the world,
especially in the aftermath of the global pandemic that included a variety of obstacles. Real-time online
assessments have become a significant concern for educational organizations. Instances of fraudulent behavior
during online exams (OEs) have created considerable challenges for exam invigilators, who are unable to identify
and remove such dishonest behavior. In response to this significant issue, educational institutions have used a
variety of manual procedures to alleviate the situation, but none of these measures have shown to be particularly
innovative or effective. The current study presents a novel strategy for detecting fraudulent actions in real time
during OEs that uses convolutional neural network (CNN) algorithms and image processing. The development
model will be trained using the CK and CK++ datasets. The training procedure will use 80% of the selected
dataset, with the remaining 20% used for model testing to confirm the model’s efficacy and generalization capacity.
This project intends to revolutionize the monitoring and prevention of fraudulent actions during online tests by
integrating CNN techniques and image processing. The use of CK and CK++ datasets, as well as an 80–20
split for training and testing, contributes to the study’s thorough and rigorous approach. Educational institutions
can improve their assessment procedures and maintain the credibility of EL as a credible and equitable way of
continuing education by successfully using this unique technique.
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1. Introduction

Since the coronavirus disease (COVID) epidemic spreads
over the world, E-learning (EL) has become an unstoppable
strategy in the education industry, yet EL is not a novel
method in the education industry. Also, EL is a significant
advance in the field of ICT. Due to the pandemic, various
educational organizations use various methods for handling
online exams (OEs), such as via ZOOM, planning camera
systems around students with safe web pages, and a few
others; however, none of these methods prevent students
from cheating in exams, and others, such as face-to-face
investigation guidance, are ineffective due to numerous

practical problems from both students and staff. As a result,
developing an experimental solution to check the quality of
the test is critical to maintaining the quality of education.

As a result, conducting research to prevent examination
fraudulent and teaching actions during OE using ICT is
critical. As a result, integrating prior research, this study
presents a unique approach based on machine learning (ML)
to detect OE fraud by assessing candidates’ eye movement,
facial expressions, voice recognition, and facial expressions
using image processing techniques Certain ML techniques
such as selecting features, classification, and others have
been used in research to offer a specific strategy/method
for online tests.
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Machine learning (ML) has proven to be successful in a
wide range of tasks. Understanding how support from ML
techniques impacts human agency and human performance
is critical to realizing the potential of ML for enhancing
human judgments. As ML becomes more widely employed
in our society to enhance supervision, the ML community
must not only construct ML models but also increase our
knowledge of how these models are utilized and how people
interact with them during the supervisory approach (1).

In the context of the pandemic, e-proctoring technologies
have gained popularity, and some academic institutions have
employed them to identify fraud in online tests. Lecturers can
virtually watch students while they are taking exams utilizing
these methods. The professors found that their students
cheated on online exams after finding substantial variations
in scores between proctored and non-proctored students
in this study of computer engineering students (2). Fraud
detection in corridor tickets is a challenging task to combine
the various photo ingredients in a digital manner. The
suggested architecture for disconnected testing uses lobby
ticket images to provide security based on their components.
Morphological activity is used to process as well as segment
the corridor ticket images. The related component naming
method is used to identify every fragment (3). It is only logical
to employ a convolutional neural network (CNN)-based
approach to identify the phony face pictures that arise (4).

The present online exam fraud detection method for
combating online cheating is examined in part II. Part
III presents the suggested framework, whereas part IV
presents the comprehensive results and discussion. The
findings are discussed in Section V, which is followed by a
summary in Section VI.

1.1. Literature review

The research offered a framework for conducting online
exams in a safe manner in order to prevent test difficulties
and obstacles (5). Similarly, another research recommended
an OEL system for conducting tests from anywhere at any
time. This ensures the examination’s validity. (6). A group of
students suggested using an ML technique to conduct OEs,
which helps to decrease examination fraud by evaluating
every student’s activities during the test period (7).

Another study found that using live and artificial
intelligence (AI)-based remote monitoring considerably
boosts the amount of security that OEs have against
student test fraud (8, 9). To prevent examination infractions,
the authors (10) recommend using low-cost keystroke
analysis, voice recognition, facial recognition, iris reader,
and fingerprint reader as well as using technologies like
Blackboard Learning and Lockdown Browser (11).

Table 1 summarizes some other techniques used in fraud
detection in online examination too.

According to the table, the main technologies or
algorithms used for the examination fraud detection and
support to identify fake faces are LSTM, KDE, CNN,
ALEXNET, OpenPose, MATLAB, GAN, KNN, and SVM.
Most of the research papers include CNN as the technology
for their system. Usually, the uses of main technologies
in each paper do not differ much. The main uses of the
technologies are face recognition, authentication, and face
extraction. But MATLAB technology is very helpful for
deaf invigilators and visually impaired and also detects
cheating automatically.

The VGG-16 Net is used to categorize six aberrant
behavior-related poses using the picture within the generated
bounding box for each distinguished human subject. While
assessing the behavior of a testing set, the six-dimensional
output vector of VGG-16 Net is passed to LSTM to detect
unauthorized behaviors that arise instantly (17). A study
found that both the crowd-sourced and ML approaches lower
the likelihood of exam cheating (18). Similarly, tools such
as computer vision for facial recognition and ML may be
utilized to detect student participation throughout online
learning sessions (19). The spatiality reduction approach, in
which a starting dataset is separated as well as decreased to
further manageable teams, may include feature extraction
(20). The most crucial element of those big data sets is
the large number of variables required. A large amount
of computer capacity is needed to process these variables.
As a consequence, by choosing and merging variables into
alternatives, feature extraction assists in the induction of
the most effective feature from enormous data sets. These
qualities are simple to construct, yet they can correctly and
uniquely describe the data collection in issue (3).

The main aim of this concept proposal was to look at
a novel method for detecting probable cheating scenarios
utilizing the ML approach. Keeping academic integrity is one
of the most difficult tasks. The online test is an important
part of EL. Student’s tests in EL are completed virtually, with
no physical invigilators present. Because of the easiness with
which students might cheat on OE, EL colleges rely on an
examination technique in which students take a face-to-face
examination in a physical venue defined on the organization’s
facilities under supervised conditions.

To train a KNN classifier to distinguish between a
spoof and a real face, image quality measurements and
color texturing are utilized. To generate the final feature
representation, texture and quality data are obtained and
connected. After that, the characteristics are put into a
KNN classifier. KNN classifies an unknown sample by
returning the label that occurs most frequently between
the nearest training distance K and the testing dataset.
Both the unknown and training samples are measured
using Euclidean distance. KNN is more precise and faster
to perform. SVM (supervised learning model) is a data
analysis and pattern recognition model that is used for
classification and regression analysis. SVM is a method that
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TABLE 1 | ML technologies used for OE fraud detection.

References Used techniques Technology used for Accuracy Limitation

Kamalov et al. (12) Long short-term memory
networks (LSTM), KDE
(Kernel density
estimation)-based outlier
detection

KDE - Recognize outliers in a
dataset. LSTM - Cope with
sequence data efficiently by
enabling prior outputs to be
used as inputs.

High level of accuracy -

Sharma et al. (13) CNN Detection of fraud during
e-exams.

- -

Nishchal et al. (14) OpenPose, ALEXNET
model, CNN

OpenPose is used to identify
posture; Model ALEXNET is
used to identify types of fraud

77.8% of accuracy The camera should be placed
at a suitable height to detect
all the persons

Asadullah et al. (15) MATLAB Detection of cheating
automatically

The likelihood of false acceptance (FAR)
is 1%, while the probability of false
rejection (FRR) is 3%.

Unusual behaviors such as
whispering and visualizing

Mo et al. (4) Generative adversarial
network (GAN), CNN

GAN - generate realistic
looking faces, CNN - identify
fake face images

99.4% of accuracy -

Pranoto et al. (16) KNN, SVM Authentication and
recognition process

95% ± 0.2 accuracies, 84% accuracy
when the head is angled approximately
45%, 94% accuracy for small detected
faces, 75% accuracy with little occlusion
on the face, and 20% accuracy with
major occlusion.

-

uses the structural risk minimization (SRM) concept to
choose the optimum hyperplane (21). Since technological
advancement has dramatically improved, trying to capture
irregular aspects relevant to unethical activities requires
an examination of the quantity of variations that can be
investigated concurrently. This can be settled by expanding
the number of neurons and/or layers at the cost of
broader online activities of increasing sophistication neural
networks (22).

2. Methodology

2.1 Problem statement

As per the past segment, several digital solutions and manual
methods have been presented as well as employed to prevent
OEs from engaging in illegal behavior and scamming, but
no secured specific development, technique, or method has
yet been offered for executing protected automatic OEs.
This results in unjust exam outcomes for students and
also challenges in examination monitoring for staff; it also
contributes to the majority of educational sectors delaying
final tests, lengthening the course time period. As a result,
in the future, it will be important to create secured practical
solutions for OEs that will assist in avoiding all the OE
difficulties described previously.

Moreover, the mentioned practical reasons from both
students and staff of educational organizations motivated this
research study:

• Completing the course/study within the scheduled
school program

• Preserving the performance of EL as if it were face-to-
face learning

• Minimizing supervisors’ anxiety levels during OEs
• Maintaining impartial exam results to ensure student

sincerity throughout OEs.
• Important technological developments for EL practical

problems.

Most of the foregoing arguments made us to do a study
in the subject of EL on “Development of a unique machine-
learning algorithms for the automated monitoring of online
examination fraudulent activities.”

2.2. Research questions (RQ) and
Research objectives (RO)

As per prior study findings, OEs are the most difficult
activities in the EL framework for active monitoring to
prevent examination fraud. However, until now, no effective
method has been devised or supplied to address this
issue. As a result, this work provides a viable strategy
for filling this gap employing image processing approaches
using ML techniques.

This model will be trained using the provided dataset and
evaluated using real-time collected photos to corroborate the
study’s importance. Moreover, the same technique may be
used to perform OEs while using any EL tool (ZOOM, VLE,
etc.), as shown in Table 2.
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TABLE 2 | RQs and ROs for the proposed study.

S. No Research question Research objectives

1 What are the best ML algorithms
for detecting learners’ activity
during OE?

Examine and evaluate existing
research for the most advanced
ML approaches for voice
recognition, eye movement, and
facial recognition as well as their
performance.

2 How can I use ML methods to
create an app that captures
students’ activity through
webcam?

Build an ML-based technology to
identify students’ questionable
actions as well as alert
supervisors during OE.

3 How can the correctness of the
produced ML system be verified?

To check the correctness of the
built system, train it with
accessible picture data sets as well
as test it in a real-time context.

The suggested model will be developed using ML
techniques, and it will assess students’ facial recognition
(fear/nervousness, sorrow, and happiness), head pose, and
eye movement during OEs to detect exam cheating as well as
fraudulent activities. As a result, the CK and CK + databases
will be used to train the model, and real data gathered
from the camera will be used to evaluate the model to
determine the system’s correctness. In addition, if a graphics
processing unit (GPU) is not really available, an i7 higher
graphic general-purpose computer will be utilized to build
the overall model.

Argumentation and pre-processing of the proposed
system, design as well as implementation using ML
approaches, training the model using CK and CK + datasets,
and eventually testing the entire system with real data will all
be included in this research article.

1. Pre-processing and Argumentation

This procedure will considerably increase the accuracy
of the produced model’s findings. As a result, every image
in the training dataset and testing dataset is shrunk to
the same X ∗ X pixel size. The model’s errors will be
estimated using a sample size of 64 or 32. Furthermore,
argumentation techniques like shear, horizontal flip, and
zoom will be employed for the training data sets to decrease
erroneous predictions.

1. Design and Implementation

As once preceding steps have been performed, these
photos will be sent to the ML layers for additional processing.

1. Model Training

For the model training procedure, an equal number of
photos from each type of face expression, head stance, and
eye movements will be used. The model overall accuracy
will be determined by the greatest accuracy. In addition,

Anaconda Navigator will be utilized for the desktop user
interface, and the generated model will be trained using
TensorFlow open library software.

1. Model Testing

Just after the model has been effectively trained, this
process will be carried out with real data sets collected during
OEs. The below diagram depicts how the trained ML model
will recognize as well as inform the supervisors.

2.3. Expected outcomes

The ML-based model will assist, identify, and warn
supervisors about students’ examination fraudulent
or cheating behaviors during online tests, as stated
and illustrated above. With this technology, a trained
model will identify students’ expression in real-time
collected photographs and alert the supervisors if the
expression is suspected of being cheating or fraudulent.
Furthermore, it has been determined to publish research
publications in reputable indexing journals and IEEE or
Springer conferences.

3. Results and discussion

Researchers frequently offer various strategies to address
the problems raised by online tests. Features such as
examinee variation suspicious behavior identification, overall
system safety, question paper production, and so on are
very significant in online examinations. According to the
previous papers, there are numerous ML technologies and
algorithms that are used in the concept of autonomous
monitoring of online examination to identify examination
fraudulence. Most of the papers confess that CNN, LSTM,
KDE, ALEXNET, OpenPose, MATLAB, GAN, KNN, and
SVM are the suitable ML techniques. Also, they indicate
the accuracy and limitations as well. Almost every article’s
techniques show a high level of accuracy. Meanwhile,
some research papers discuss the limitations. The main
limitations are that covering large areas with a camera is
harder and the system could not identify unusual behaviors
(e.g., whispering).

We proposed a concept or solution to fill the gap that we
indicated previously. Especially, the proposed model would
measure students’ facial recognition (fear/nervousness, grief,
and happiness), head attitude, and eye movement to
detect exam cheating and fraudulent activities using ML
approaches. As a consequence, the CK and CK + databases
will be utilized to train the model, and real data from the
camera will be used to test the model and determine whether
the system is right. In addition, if a graphics processing unit
(GPU) is not accessible, the total model will be built on an
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i7 higher visual general-purpose computer. As a result, the
training and testing datasets’ images were all downsized to
the identical X ∗ X pixel size. A sample size of 64 or 32 will
be used to estimate the model’s errors. Additionally, for the
training data sets, argumentation techniques such as shear,
horizontal flip, and zoom will be used to reduce erroneous
predictions. An equal number of photographs from each
sort of facial expression, head stance, and eye movements
will be employed in the model training phase. The greatest
accuracy will decide the model’s accuracy rate. The desktop
user interface will be Anaconda Navigator, and the resultant
model will be trained using the Tensorflow open library
software. This research article will cover the rationale and
pre-processing of the proposed system as well as the design
and implementation of the system using ML techniques,
training the model with CK and CK + datasets, and finally
testing the system with actual data.

Furthermore, training the model using CK and
CK + datasets is the most suitable and user-friendly
among other ML approaches. In addition, the webcam
will capture the student’s activity and process the image
by sending or verifying within the trained dataset. The
processed picture is then provided to an ML model to train
it to alert the examination about the students’ expression
during the online assessment. So, there is identification
of the correctness or testing in a real-time context of
the previous or recommended article. They mention the
accuracy level is high. But the article does not mention the
numeral accuracy level.

4. Conclusion

During critical events such as war, natural disasters, and
pandemics, EL has shown promise. As a result, during the
last three decades, numerous techniques and EL systems have
been created with the aim of appropriately carrying and
enhancing EL. Using ICT to avoid examination fraud and
instructional activities during OE is critical in this context.

According to prior study findings, OEs are the most
difficult activities in the EL process of active monitoring
to prevent examination fraud. However, until now, no
effective method has been devised or supplied to address
this issue. As a result, this work provides a viable strategy
for filling this gap employing image processing approaches
using ML techniques. This model will be trained using the
provided data and evaluated using real-time collected photos
to corroborate the research’s importance. Furthermore, the
same technique may be used to perform OEs while using any
EL tool (ZOOM, VLE, etc.).

Furthermore, among other ML techniques, CNN is the
most recommended because of its accuracy and processing
timing. ML approaches that train the model using CK and
CK + datasets are the most suited and user-friendly. In
the proposed system, the webcam will record the student’s

behavior and submit or verify the image inside the training
dataset. Then the processing image is sent to train the model
via an ML model to notify to the examination about the
expression of the students during the online examination. So,
the preceding or suggested article can determine the accuracy
or test it in a real-time environment. They claim that the
degree of accuracy is great. However, the numerical accuracy
level was not specified in the paper.

Therefore, during major disasters such as wars, natural
catastrophes, and pandemics over the last three decades,
EL has demonstrated its potential. Many approaches and
systems for improving EL have been created, including ICT-
based methods to prevent examination fraud during OEs.
However, successfully monitoring and eliminating fraud in
OEs continues to be difficult. This work presents a way for
monitoring students’ behavior during OEs by utilizing ML
and visual processing techniques, notably CNN. To confirm
its importance, the model will be trained and tested using
real-time data. Despite the fact that the proposed system
appears to be accurate, exact numerical findings were not
supplied. The analysis admits the possibility of some essential
contributions being overlooked due to title mismatches.

There are some limitations in this study. In this context,
it is possible that we originally overlooked a few significant
studies whose titles do not correspond to the study’s real
contributions or contents.
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